
Code and demo video

decisionforce.github.io/CoPO/

Meta-gradient to update : 


Final Loss: 

Φ ∇ΦJG(θnew) = ∇θnewJG(θnew)∇Φθnew

JG(Φ) = 𝔼[∇θnewlog πθnew(a |s)AG][∇θoldlog πθold(a |s)(cos(Φ)AI + sin(Φ)AN)]
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Learning to Simulate Self-driven Particles System with 
Coordinated Policy Optimization

Local Coordination: Update policies to maximize coordinated reward
Coordinated Reward: , where  is LCF


Maximize this reward via PPO loss

rC
1 = cos(Φ)rI

1 + sin(Φ)rN
1 Φ ∈ [−90∘,90∘]

Global Coordination: Adjust LCF to maximize global reward

Cooperation: Yielding Competition: Cutting in

Independent PPO CoPO (Ours)

Task Simulating traffic via multi-agent reinforcement learning (MARL)

Method

Step 1: Local Coordination 
for each policy


Step 2: Global Coordination 
to update global LCF

Experiment

• Independent PPO

• Mean-field PPO

• Curriculum Learning

• CoPO (Ours)
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Detailed Behaviors in CoPO Populations

Environments powered by:

• Realistic Crowd Actions

• Safe Driving

• Social Behaviors

Dots indicate 
crashes.

http://decisionforce.github.io/CoPO/

